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Abstract: The shear strength of corroded reinforced concrete (CRC) beams is 

a critical consideration during the design stages of RC structures. In this study, 

we propose a machine learning technique for estimating the shear strength of 

CRC beams across a range of service periods.  To do this, we gathered 158 

CRC beam shear tests and used Artificial Neural Network (ANN) to create a 

forecast model for the considered output. Twelve input variables indicate the 

geometrical and material properties, reinforcing parameters, and the degree of 

corrosion in the beam, whereas the shear strength is the output considered.  

The database is designed to employ 70 percent of the data point to train the 

model and 30 percent to assess the performance. The model makes 

outstanding predictions, according to the results, with an R2 value of 0.989. In 

addition, five empirical shear strength models in the literature are utilized to 

test the suggested ANN model, demonstrating that the new model performs 

much better. With any given service period, the suggested time-dependent 

prediction model can offer the shear strength of CRC beams. 

Keywords: Artificial Neural Network, Corrosion Reinforced concrete beams, 

Shear strength. 

 
1. Introduction 

In reinforced concrete (RC) constructions, 

corrosion of reinforcing bars is one of the most 

prevalent causes of early deterioration, which 

results in reduced service life.  The corrosion of 

reinforcing bars has been demonstrated to impair 

the load capacity of RC members in previous 

studies [1]–[4]. Corrosion also reduces the area of 

reinforcement, has an effect on the mechanical 

characteristics of reinforcing bars [5], and causes a 

loss of bonding qualities between the steel 

reinforcement and the concrete matrix [4], [6]. This 

means that failure modes may shift from flexural to 

shear even if the beams are well-designed in the 

first place. As a result, it is vital to precisely forecast 

the shear strength of corroded RC (CRC) beams, 

especially during their entire life cycle, in order to 

ensure the structural integrity and safety of the 

structures [7]. 

A number of analytical or empirical formulas 

for determining CRC beams' shear strength have 

been developed to date, including those based on 

the strut-and-tie model (STM) [8], [9], modified 

compression field theory [9], equivalent truss 

theory [10], limit equilibrium theory [11], and design 

codes (i.e., ACI 318-02, ACI 318-08, ACI 318-14) 

[8], [9], [12]. In Lu et al. recently [13], a detailed 

assessment of a large number of empirical shear 

strength models for CRC beams was completed. 

This resulted in developing a unique model for 
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predicting the shear strength of concrete reinforced 

concrete (CRC) beams, which exceeded all prior 

empirical models. These models also include 

corrosion effects by reducing or modifying the 

parameters of the models, and they have shown 

strong agreement with a number of experimental 

data, notably those of their own.  However, there 

are several more studies that have been done and 

published in the literature [8], [9], [14], raise 

questions regarding whether they can produce 

appropriate predictions or not. Furthermore, there 

are few comparative studies between these 

models, and the models involved, when corrosion 

damage variables are taken into account, are 

pretty limited. 

Some research on the application of 

numerical modeling approaches has also been 

done [15]–[17]. These techniques, however, are 

static and cannot be applied to datasets that are 

not the same as the ones for which they were 

created. Natural phenomena involved in corrosion 

include nonlinear features, which most people fail 

to consider. Because corrosion is a natural 

process, its characteristics are likely to be non-

linearly linked to the corrosion property under 

investigation. As a result, linear relationships are 

insufficient to represent the process. Models must 

be recalibrated with fresh data sets to become 

more general. It will take a significant amount of 

time and work to regenerate fresh sets of 

coefficients in order to develop a new model in this 

manner.  

A novel strategy that uses machine learning 

(ML) techniques to build a prediction model using 

existing data has lately gained widespread interest 

throughout the globe. Problems related to 

structural engineering [18], [19], materials science 

[20]–[22], geotechnical [23], [24] have been 

successfully solved. It should be noted that some 

relevant research has been undertaken utilizing 

machine learning to predict the shear strength of 

RC components, which has been shown to be 

effective [25]–[27]. To the authors' knowledge, 

research in estimating the shear strength of CRC 

beams is limited. In the most current work by Fu 

and Feng [7], a machine learning model based on 

the gradient boosting regression tree (GBRT) 

algorithm was constructed to estimate the shear 

strength of corroded reinforced concrete beams. 

The performance of the model is shown through 

statistical criteria with R2 = 0.955, RMSE = 19.19 

kN and MAE = 12.84 kN. This study proposes a 

machine learning model that predicts the shear 

strength of CRC beams to improve the prediction 

performance. 

Machine learning algorithms such as Artificial 

Neural Network (ANN) are considered powerful 

tools for solving nonlinear, complex, and 

exceptional cases in which the relationship 

between inputs and outputs cannot be easily 

established explicitly. The capacity of the ANN 

model to self-learn and alter the weights, for 

example, allows the calculation results to be 

compatible with reality without the need for 

mechanical, physical, and chemical equations as 

well as subjective judgment to be taken into 

consideration. Consequently, the fundamental goal 

of this research is to investigate and apply the ANN 

model to the prediction of the shear strength of 

CRC beams. 

2. Database construction 

A data set encompassing 158 instances 

related to the shear strength of CRC beam 

obtained from 11 references [4], [10], [11], [28]–

[34], was used to develop the prediction model. 

Single-layer tension-reinforced beams are used in 

[10], [30], [33], whereas double-layer tension-

reinforced beams are used in [32]. Tension and 

compression reinforcements are used to 

strengthen the remaining beams. Rectangular 

beams make up all of the specimens. 

Electrochemical accelerated corrosion 

experiments without loading were used to cause 

corrosion in all of the specimens. 

A total of 12 input variables can be found in 

the database, namely compressive strength of 

concrete (X1), beam section width (X2) and section 

depth (X3), longitudinal reinforcement ratio (X4) and 

stirrup ratio (X5), yield strength of longitudinal 

reinforcement (X6),  yield strength of stirrup (X7),  
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stirrup spacing (X8), ratio of shear span-to-depth 

(X9), a section loss ratio of longitudinal 

reinforcement (X10), a section loss ratio of the 

stirrup (X11), section effective depth (X12), and the 

considered output variable is the ultimate shear 

strength (Y).  

Table 1. The input and output parameters used in the development of ANN model. 

Parameter Mean Std Min Median Max 

Compressive strength of concrete (X1 - 

MPa) 
28.118 7.110 20.000 27.140 44.400 

Beam section width (X2 - mm) 159.190 37.534 120.000 150.000 254.000 

Depth (X3 - mm) 257.342 98.488 180.000 230000 610.000 

Longitudinal reinforcement ratio (X4 - %) 2.1662 0.462 1.220 2.150 3.270 

Stirrup ratio (X5 - %) 0.360 0.187 0.140 0.320 0.900 

Yield strength of longitudinal 

reinforcement (X6 - MPa ) 
430.595 109.767 210.000 416.000 706.000 

Yield strength of stirrup (X7 - MPa) 397.462 109.628 275.000 335.000 626.000 

Stirrup spacing (X8 - mm) 155.677 47.590 80.000 150.000 305.000 

Ratio of shear span-to-depth (X9) 2.326 0.896 1.000 2.000 4.700 

Section loss ratio of longitudinal 

reinforcement (X10) 
3.017 5.126 0.000 0.000 26.000 

Section loss ratio of the stirrup (X11) 23.436 23.968 0.000 20.876 97.200 

Section effective depth (X12 - mm) 215.018 90.952 130.000 184.000 521.000 

Ultimate shear strength (Y - kN) 119.546 94.146 26.600 99.000 594.000 

 

Fig. 1. The distribution chart and correlation between input and output parameters 

are considered in this study 
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Because all specimens are simply supported 

beams, the shear span is computed from the 

concentrated load center to the support center for 

all specimens, regardless of their design. Table 1 

contains statistical information on the input and 

output variables utilized in this study, including 

mean values, minimum and maximum values, 

standard deviation (StD), and median. 

The distribution graphs of the input and 

output parameters and the correlation between 

them are shown in Fig. 1. Each pair of parameters 

had its Pearson correlation coefficient computed 

and reported. To reduce mistakes that may occur 

during ANN simulation, the values of the input and 

output parameters are normalized to be between 0 

and 1. This technique is frequently used in artificial 

intelligence challenges to reduce the number of 

mistakes caused by numerical simulations. 

3. Model Details  

3.1. Artificial Neural Network 

Artificial Neural Network (ANN) is based on 

how the human brain functions. It stimulates the 

biological nervous system, consisting of many 

layers of neurons (nodes) linked together via 

connections. A weight is applied to each node. An 

artificial neural network (ANN) is a "computational 

system" that receives inputs and generates outputs 

(Baughman 1995). 

The ANN processes are mathematically 

expressed and generalized as: 

i ij j i
j

y f w x  =  + 
 

 (1) 

where xj are the neuron's inputs, wij is the 

weight vector associated with those inputs, µi is the 

threshold, offset, or bias, where f() represents the 

transfer function, and yi represents the neuron's 

output.  

 

Fig. 2. Illustration of 10-Fold Cross-Validation 
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During the application of each input xk to the 

network, the network's output is compared to the 

target. The difference between the goal and 

network outputs is used to compute the error. The 

objective is to keep the average of these mistakes 

as low as possible. In succeeding iterations, the 

neural network alters the weights between layers 

until the network can create the system's intended 

output within a defined accuracy or until the 

completed user-provided number of iterations. The 

weights on the connections between the neurons 

efficiently learn and store knowledge. It is expected 

that after training, the neural network would be able 

to create the appropriate output, such as problems 

that were not addressed during training. The 

backpropagation algorithm is the most extensively 

used continuous function mapping training 

approach. It has been demonstrated to be 

theoretically sound [35], performs well when 

modeling nonlinear processes, and is easy to write. 

The input to output mapping is developed using a 

backpropagation technique that minimizes a sum 

squared error cost function across a collection of 

training instances.  

3.2. K-Fold cross-validation 

Holding aside a portion of the data as a 

validation set is expected in supervised machine 

learning problems. K-Fold cross-validation [36] is 

utilized in this research to avoid overfitting and fully 

use the data used to train the model. The validation 

set is no longer required when using this approach. 

The data set is divided into ten folds here. The first 

fold is used to test the model, while the remaining 

folds train the model in the first iteration. This 

procedure is continued until each of the ten folds 

has served as a testing set. The overall structure of 

the 10-Fold cross-validation employed in this study 

is shown in Fig. 2.  

3.3. Performance assessment 

We used four statistical measures to 

evaluate the performance of the artificial neural 

network model in this article, namely the coefficient 

of determination (R2), root mean squared error 

(RMSE), mean absolute error (MAE), and mean 

absolute percentage error (MAPE). As seen, the 

coefficient R2 indicates that there is a positive 

relationship between the actual value and the 

predicted value. The RMSE is used to evaluate the 

difference between the actual and predicted 

values, while the MAE displays the average error 

between the actual and predicted values, and the 

MAPE is defined as the difference between the 

actual value and the predicted value when the 

predicted value is compared to the actual value. 

The correctness of a model is determined by the 

values of RMSE, MAE, and MAPE. In contrast, a 

higher R2 score implies that the model is doing 

better. There are many possible values for R2 in the 

range of 0 and 1. The closer the value of R2 is to 1, 

the more accurate the model is. Definitions of four 

statistical indicators are given as follows: 
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where 
iP  and the Pi is the target and the 

prediction of the i-th sample, respectively; P  is the 

average of the predicted outputs, n is the number 

of samples in the database.  

4. Results and Discussion 

4.1. Typical prediction results 

As ANN training progresses, it becomes 

more important to understand how hidden layers, 

the number of neurons in each layer, and activation 

functions affect the model performance. Among the 

other concerns are the network's number of input 

and output variables, data quantity and noise, and 

network training approaches. Trial and error test is 

often used to determine the number of hidden 

layers and neurons in each layer. Experiments are 

performed to establish the exemplary network 

architecture. The ANN model with one hidden 

layer, however, has been demonstrated to properly 



JSTT 2022, 2 (2), 1-12                                                                                        Asteris & Nguyen 

 

 
6 

replicate the complicated interplay between input 

and output variables, even though it only 

comprises only one hidden layer [37]. It has been 

suggested by Nagendra [38] that the number of 

neurons in a hidden layer is dictated by the total 

number of neurons in the input and output layers 

combined. For the purpose of this investigation, a 

single hidden layer and thirteen neurons were 

employed in the ANN architecture. The linear 

activation function of the hidden layer is sigmoid, 

and the sigmoid linear activation function of the 

output layer is also a sigmoid function. With respect 

to the ANN model with the structure [12-13-1] 

selected, in the next section, the model's 

performance is evaluated in detail using statistical 

criteria such as R2, RMSE, MAE, and MAPE and 

performed 10-fold CV. 

In this phase, when the ANN model achieves 

optimal predictive performance on the training 

dataset, it will be evaluated on the test dataset. The 

training dataset (accounting for 70% of the 

samples) was divided into 10 parts to conduct 

cross-validation. With 10 such simulations, the 

forecast evaluation criteria will be averaged. 

Finally, the testing dataset (which accounts for the 

remaining 30% of data) is used to test the model's 

predictive ability for unknown data. The results of 

the ANN model prediction performance evaluation 

for both data sets are shown in Fig. 3, with 10 

different simulations. 

It can be seen that the predictive power of the 

ANN model changes when the training dataset 

changes. For the training data set, the performance 

evaluation criteria all vary within certain intervals, 

but the amplitude of oscillation is judged to be 

relatively stable: R2 fluctuates around 0.993, with 

the best run having the value R2 = 0.995 and the 

worst run is R2 = 0.99, corresponding to CV8 and 

CV9, respectively. Herein, it is denoted the 8th and 

9th simulation as CV8 and CV9, respectively. 

Similar statement is verified by RMSE error, when 

it ranges from 6.570 to 8.555, and the best, worst 

simulations are CV8 and CV9, respectively. The 

MAE assessment criteria have a value in the range 

of 4.613 to 6.015 and are best at CV4, and worst at 

CV5. The MAPE criterion's minimum value is 

4.818, and the maximum value is 6.895 for CV8 

and CV5, respectively. Thus, the trained ANN 

model has excellent predictive power with the 

training data set selected for testing on the testing 

dataset. 

Consider a testing dataset consisting of 48 

experimental samples that are completely 

unknown during the training phase. It can be 

noticed that the proposed ANN model after 10-fold 

CV has perfect predictive power. Furthermore, 

there is no overfitting phenomenon because the 

capacity of ANN on the training set is better than 

the testing data set. The ANN model when 

forecasting new data gives quite good results, with 

the mean values of R2, RMSE, MAE and MAPE in 

the range [0.972; 0.989], [13,389; 28.205], [9.555; 

15,955] and [8.973; 13,785]. All four criteria give 

CV7 the best simulation. It can be seen that the 

difference here is negligible, and overall, the ANN 

model still gives an excellent predictive 

performance R2 = 0.989. With such high accuracy, 

engineers can use this model to quickly predict the 

shear resistance of CRC beams. 

In this next part, the typical predictive results 

of CV7 are selected for presentation, and this result 

is selected according to the criteria in considering 

the model's predictive ability for the test data set. It 

is demonstrated in Fig. 4 that the shear resistance 

values obtained from the tests, as well as those 

predicted by an artificial neural network (ANN) 

model. According to the ANN model, the prediction 

results for each sample and simulation are 

practically in good agreement, which suggests that 

the ANN model's predictive power is remarkable. 

Figs. 5a and 5b illustrate the probability 

distributions of errors in the training and testing 

datasets accordingly. Typically, the errors follow a 

normal distribution, with the highest probability 

around zero values. An assessment of errors 

demonstrates that the ANN model generates good 

results within a reasonable range for the training 

dataset. There is a substantial concentration of 
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errors at zero (Fig. 5a). Similarly, according to the 

statistical analysis, the ANN model predicted the 

best outcomes in the testing phase (Fig. 5b).   

Fig. 6 presents the regression analysis for 

the training dataset (Fig. 6a) and the testing 

dataset (Fig. 6b). A diagonal line is drawn with a 

black dashed line in each figure, representing an 

excellent correlation for the problem (R2 = 1). In 

addition, the regression line is also shown by the 

pink line and often deviates slightly from the ideal 

regression diagonal. For each case, the predictors 

are calculated and shown: RMSE=6,570, 

MAE=4.613, R2=0.995, and MAPE=4.818 for the 

training dataset, and RMSE=13.389, MAE=9.555, 

R2 =0.989 and MAPE = 8.973 for the testing 

dataset. 

4.2. Comparison with Empirical Equations 

Additionally, five existing empirical models 

for the shear strength of CRC beams are compared 

with the proposed ANN model-based prediction 

model in this part to further assess and underline 

its superiority, including Xu and Niu's model [11], 

Huo's model [39], Li et al.'s model [40], Xue et al.'s 

model [33], and Lu et al.'s model [13]. 

The shear strength of the 158 CRC beams in 

the database is predicted using all five empirical 

models. In addition, the four indices, R2, RMSE, 

MAE, and MAPE, also assess the models' 

performance. Fig. 7 and Table 2 show the ANN 

model's prediction results and accuracy along with 

empirical formulas, respectively. It is easily seen 

that compared with the five models, the ANN model 

performs the best. Even when compared to the 

best empirical model, Xu and Niu's model, which 

has R2 = 0.891, RMSE =37.529 kN, MAE =28.713 

kN, and MAPE = 26.512, the ANN model had R2, 

RMSE, MAE, and MAPE improvements of 11.2%, 

75.3%, 78.8%, and 77.16%, respectively. Among 

the other empirical models, Huo's model performs 

those proposed by Li et al. and Lu et al., while Xue 

et al.'s model has the lowest predictive capability. 

The major goal of this section was to show that the 

ANN technique, thanks to many advantages stated 

earlier, has a stronger prediction capability than the 

empirical model. The developed machine learning 

model is neither constrained nor restricted in terms 

of CRC beams type (depending on the ratio of 

shear span-to-depth). However, in the empirical 

equations, the criterion of beam type is considered 

when applying the formula. In addition, the 

empirical equations use coefficients related to the 

characteristics of the CRC beams. Therefore, 

these equations may be too secure, thus 

increasing the cost of structures. Once again, this 

highlights the benefits of the proposed unified ANN 

model in improving the prediction accuracy and 

generalizability. 
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Fig. 3. Results of training of ANN model after 10-fold cross-validation based on different performance 

evaluation criteria: (a) R2, (b) RMSE, (c) MAE, and (d) MAPE 

 

Fig. 4. Comparison of the performance of the ANN model with the actual values of the shear strength of 

CRC in the function of training dataset and testing dataset 

  

Fig. 5. Probability density of errors for (a) training dataset, and (b) testing dataset 
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Fig. 6. Correlation between training part (a) and testing part (b) 
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Fig. 7.  Comparison of methods for predicting the shear strength of CRC beams 

Table 2. Performance measures for the empirical models and ANN model 

Models Performance measures 

 R2 RMSE (kN) MAE (kN) MAPE 

Xu and Niu [11] 0.891 37.529 28.713 26.512 

Huo [39] 0.887 37.294 29.030 27.798 

Li et al. [40] 0.875 59.654 49.278 45.688 

Xu et al. [33] 0.793 47.378 34.415 38.770 

Lu et al. [13] 0.848 38.559 28.756 28.783 

The proposed ANN 0.991 9.146 6.083 6.054 
 

5. Conclusion 

CRC beam shear strength was shown to be 

easily predicted using an ANN model in this study, 

which is a cost-effective method for reducing the 

amount of time and effort required for ongoing 

laboratory experiments, as well as increasing the 

accuracy of predictive models based on data 

gathered over time from previous studies. In order 

to train and assess the ANN model, 158 sets of 

CRC beam shear tests are gathered in the 

literature. The results of the 10-fold cross-

validation method show that the ANN model has a 

high degree of accuracy in predicting the outcomes 

of experiments. The R2 coefficient of determination 

was 0.989, suggesting that the model performed 

exceptionally well. Five empirical models for 

predicting the shear strength of CRC beams were 

also used to assess the performance of the 

constructed ANN model. It is shown that the ANN 

model has the best prediction performance. This 

overcomes a limitation of traditional empirical or 

analytical models, which typically have few 

parameters. However, the current research is 

limited to forecasting the shear strength prediction 

performance of the ANN model and comparing it 

with experimental formulas. Variable reduction 

strategies in future work to increase the speed and 

efficiency of prediction should be considered. 

Simultaneously, sensitivity analysis should also be 

conducted to investigate the influence of input 

parameters on the target variable. 
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