Optimizing the architecture of the artificial neural network by genetic algorithm to improve the predictability of pile bearing capacity based on CPT results
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Abstract: This paper presents the results of applying the Artificial Neural Network (ANN) model in determining pile bearing capacity. The traditional methods used to calculate the bearing capacity of piles still have many disadvantages that need to be overcome such as high cost, complicated calculation, time-consuming. Currently, Artificial Intelligence (AI) is a useful tool that is applied in many fields to save time and costs. The study develops an ANN model and optimizes the architecture, using the Genetic Algorithm (GA) to determine the pile bearing capacity. A dataset of 108 pile static compression results is used to train and test the model. The results of the study are compared with the experimental formula according to Vietnamese nation standard TCVN 10304:2014, showing that the ANN model with well optimized, allowing prediction of pile bearing capacity close to experimental results and better than the formula in nation standard. Specifically, the ANN model gives 12% and 32.4% better performance, respectively, than the empirical formula on R2 and RMSE criteria, respectively. The results of the study are a premise for the application of AI in solving pile problems in the field of construction.
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1. Introduction

In the field of construction, pile foundations are increasingly proving to be an effective foundation solution when applied to projects requiring large load capacity. When calculating and designing piles, designers are required to determine the pile bearing capacity in advance by different methods. The most accurate method is the field pile static compression tests, but this method is expensive, time-consuming, and is usually only used for a few test piles on site. In addition, the dynamic load test (PDA) method is also relatively popular, however, this method gives a large error, because the wave propagation is disturbed by many factors. Therefore, a series of studies have proposed empirical formulas, which allow approximating the bearing capacity of piles, on the basis of soil properties and geometrical parameters of piles [1], [2], [3], [4]. The above empirical formulas all have a domain of applications well as finite precision, depending on the data that researchers use to build the formula. In addition, the use of the finite element method to
simulate and determine the pile load capacity has been widely applied, however, these mathematical models are very sensitive to input parameters and types of soil model, leading to large skewed calculation results if these parameters are selected incorrectly.

Recently, the application of Artificial Intelligence (AI) and Machine Learning (ML) models in the construction field, especially in the field of building foundations, has been showing remarkable achievements. Some published literatures used the ANN model to predict the ultimate bearing capacity of piles such as Pham et al [5]-[8], Momeni [9], [10]. Some studies used other ML models in determining pile bearing capacity such as Yong et al (2020) [11] used the AN-GP model, Ghorbani et al (2018) [12] presented the ANFIS model, Pham and Vu (2021) [13] developed ensemble learning model. The above studies show that ML models have an impressive ability to predict pile bearing capacity when achieving high accuracy. However, optimizing the models as well as proposing improvements to increase the accuracy of the model is necessary and always welcomed by researchers. In addition, in the above studies, most of the optimal architecture of the model is selected manually and gradually tested the cases. That causes a huge waste of time and resources, and at the same time, it is unlikely to find the best model among all possible models.

In this study, an ANN model was developed to predict pile load based on Static Penetration Test (CPT) results. The model's architecture is optimized through a Genetic Algorithm (GA), which is a powerful algorithm in the family of evolutionary algorithms. This helps researchers avoid having to search for models by the manual solution to select good models. The calculation results of the model are compared with the experimental results of static compression of piles and the formula according to Vietnamese pile foundation design standards (TCVN 10304: 2014) to certify the superior ability of the model in determining the bearing capacity of piles. Finally, the permutation feature importance technique is applied to detect the most important input variables to estimating pile bearing capacity.

2. Research Methods

2.1. Artificial Neural Network

The ANN model is one of the most popular algorithms in the family of machine learning algorithms. This model was first introduced by McCulloch and Pitts (1943) [14]. Through a long development process, ANN has become one of the most popular ML models and is applied in all
fields of science and technology. The ANN model used to predict the load capacity in this study is shown in Fig 1. In the ANN model, a network of neurons is linked together by weights. An ANN model consists of at least 3 layers: input layer, hidden layer, and output layer. The output signal of any $j^{\text{th}}$ hidden node in the network is calculated as follows:

$$N_j = f(\sum_{i=1}^{n} X_i w_{ij} + b_j) \quad (1)$$

Where: $N_j$ is the output signal of a node; $X_i$ is the $i^{\text{th}}$ input variable; $w_{ij}$ is the connection weight between the input variable $i$ and node $j$; $b_j$ is the offset of node $j$; $f()$ is the activation function of the hidden node; $w_j$ is the weight connecting the hidden node $j$ and the output; $b$ is the bias of the output node; $n$ is the number of hidden nodes of the layer.

The ANN must be trained before it can be used, the training is a process of optimizing the weights and biases so that the output of the model is closest to the measured results from the experiment. In this study, the training algorithm used is the back-propagation using the gradient descent optimization technique. In which, the error is propagated back from the output layer to the input layer. On the basis of optimizing model weights to minimize errors, the AI network will achieve high performance when applied to new or unseen data.

2.2. Genetic Algorithm

The genetic algorithm is one of the most powerful optimization algorithms, first introduced by Holland [15]. This algorithm uses Darwin's theory of evolution as a foundation. The algorithm allows optimizing multivariable functions by considering the variables of the function as the chromosomes of a population. This population continuously evolves through the generations, by selecting the best genes and passing them on to the next generation. Weak individuals will be eliminated from the population so that their genes cannot continue to be inherited. In general, the genetic algorithm goes through iterations (called generations), and in each generation, the following process is repeated:

Step 1. Select the best individuals in the population (based on that individual's performance on the training set)

Step 2. Mating individuals for the purpose of creating a new generation.

Step 3. Allow some individuals in the younger generation to mutate. A mutation is a process of replacing some random gene in a chromosome sequence, giving evolution a better chance of finding a gene.

Step 4. Eliminate weak individuals.

In this study, the parameters related to the architecture of the ANN model are considered to be the genes of the population. The individual with the best genes in the last generation will be used as the best model, used for training and testing.

2.3. Data preparation

Data used to build and test the pile bearing capacity prediction model collected from different sources have been published. Specifically, the dataset includes 108 data reports on pile load tests, summarized by Ghorbani (2018) [12]. The input parameters used to build the model are selected according to the recommendations of the published studies [1]-[4]. To be more specific, the selected input variables include cross-sectional area of the pile tip ($A_t$), the shaft area ($A_f$). Soil properties are shown through parameters obtained from static penetration test (CPT) results, including average tip penetration resistance along the pile shaft ($q_{ca}$), average cone tip resistance at pile tip ($q_{ct}$), average frictional resistance along the pile shaft ($f_{sa}$). The ultimate pile bearing capacity is considered as the single output variable (denoted as $P_u$), which is determined based on the static pile load test results. With the total amount of data is not large, the data is divided into 2 sets: the training set accounts for 75% and the test set accounts for 25% of the total data. This division ensures that the amount of training data is large enough for the model to learn the general
relationships between input and output but the test data is still enough to evaluate the performance of the model one by one. In which, the training set will be used to build the model and the test set will be used to evaluate the model. The statistics of the input variables are shown in Table 1.

### Table 1. Statistics of the input parameters used in the study

<table>
<thead>
<tr>
<th>Unit</th>
<th>( A_t ) (cm(^2))</th>
<th>( A_f ) (m(^2))</th>
<th>( q_{ca} ) (Mpa)</th>
<th>( f_{sa} ) (kN)</th>
<th>( q_{ct} ) (Mpa)</th>
<th>( P_u ) (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>20</td>
<td>5.45</td>
<td>0.83</td>
<td>9.39</td>
<td>0.25</td>
<td>60</td>
</tr>
<tr>
<td>Mean</td>
<td>1736</td>
<td>26.46</td>
<td>5.84</td>
<td>101.89</td>
<td>8.82</td>
<td>1965</td>
</tr>
<tr>
<td>Median</td>
<td>1230</td>
<td>17.98</td>
<td>5.38</td>
<td>81.91</td>
<td>7.63</td>
<td>1340</td>
</tr>
<tr>
<td>Max</td>
<td>7854</td>
<td>194.65</td>
<td>24.7</td>
<td>349.64</td>
<td>27.11</td>
<td>10910</td>
</tr>
<tr>
<td>SD</td>
<td>1674</td>
<td>26.35</td>
<td>4.23</td>
<td>66.29</td>
<td>6.19</td>
<td>1702.2</td>
</tr>
</tbody>
</table>

#### 2.4. Performance Indicators

In this study, performance indicators including correlation coefficient squared \( R^2 \), root mean square error (RMSE) were used to evaluate and compare models, specifically as follows:

\[
RMSE = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (y_i - \bar{y}_i)^2} \tag{2}
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{k} (y_i - \bar{y}_i)^2}{\sum_{i=1}^{k} (y_i - \bar{y})^2} \tag{3}
\]

Where, \( k \) is the number of data samples, \( y_i \) and \( \bar{y}_i \) are the experimental and model-predicted results, \( \bar{y} \) is the mean of \( y_i \).

Specifically, \( R^2 \) characterizes the correlation between the two results. The closer \( R^2 \) is to 1, the closer the two results are to each other. RMSE characterizes the average error between 2 results, the smaller the RMSE, the higher the prediction accuracy. A model is considered better when it simultaneously ensures both these criteria.

### 3. Results and Discussions

#### 3.1. Optimal results of ANN model by GA

In this section, the genetic algorithm is used to optimize the architecture of the ANN model. Fig 2 shows the structure of a typical chromosome in a population. It can be seen that this chromosome has 4 length genes, each gene corresponds to some architecture of the ANN model. This study selects the four most important parameters of the network architecture: the number of hidden neurons, the activation function, the learning rate, and the number of training epochs. All parameter meanings, as well as value ranges, are mentioned in Table 2. It can be seen that, if the parameters are manually selected, the number of models to be tested can be up to thousands of cases. In this case, the genetic algorithm allows finding a good model with much less time and resources.

In the process of optimizing model parameters by genetic algorithm, the maximum number of individuals in the population selected from the beginning is 30 individuals. The number of training generations is controlled so that after 20 generations, the performance is not improved, the results are considered converged and the loop stops. Statistics of initialization parameters of the genetic algorithm are shown in Table 3. This algorithm uses a 5-fold cross-validation technique on training set to evaluate performance instead of the testing set. This operation is intended to hide the testing set during optimization, treating it as a new dataset that has never been exposed to the model to avoid overfitting. The testing set is only used to evaluate the performance of the final selected model.
The optimal results by the genetic algorithm are shown in Fig 3.

It can be seen that the optimization process converges at about generation 29, with the $R^2$ criterion reaching 0.72 on the 5-fold cross-validation set. This value remains constant until generation 50, satisfying the stopping condition of the algorithm. The results of the optimal parameters are shown in Table 4. This model will be used to evaluate the performance in the next section.
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**Table 2.** Hyperparameters space of the model

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neurons</td>
<td>$2 \div 20$</td>
</tr>
<tr>
<td>Activation function</td>
<td>'logistic', 'tanh', 'relu'</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001, 0.01, 0.1, 0.2, 0.3</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>1000, 2000, 3000, 4000</td>
</tr>
</tbody>
</table>

![Fig 3. The optimization process of ANN model architecture by the GA based on 5-Fold technique](image.png)

**Table 3.** Initialize parameters of the GA

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>30</td>
</tr>
<tr>
<td>Mating rate</td>
<td>50%</td>
</tr>
</tbody>
</table>

**Table 4.** Optimum hyperparameters of ANN model

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neurons</td>
<td>15</td>
</tr>
<tr>
<td>Activation function</td>
<td>'relu'</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.1</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>2000</td>
</tr>
</tbody>
</table>

**3.2. Predictability of the model**

The ANN model, with the optimal model architecture parameters found in the previous section, is trained on the training set, and then evaluated on the testing set. The results of the training process, using the cost function as the mean square error (MSE), are shown in Fig 4. It can be seen that after about 2000 training cycles, the results are quite convergent. Of course, increasing the number of training cycles can help reduce the error, but can cause overfitting, when the model is too suitable for the training set and
does not give good results on the test set. Therefore, the value of 2000 cycles according to the result of the genetic algorithm is chosen to stop training.

The results of the regression prediction of pile load capacity of the neural network on the training set and the test set are shown in Fig 5 and simulation results are shown in Fig 6.

![Cost function MSE of the model during training progress](image)

**Fig 4.** The cost function MSE of the model during training progress

![Regression results of the ANN model](image)

**Fig 5.** Regression results of the ANN model

![Visualize the prediction results of the ANN model](image)

**Fig 6.** Visualize the prediction results of the ANN model
The analysis results show that the neural network model accurately predicts the pile load capacity. Specifically, with the training set, the criteria $R^2 = 0.868$ and RMSE = 640,672 kN. With the testing set, the indicators $R^2 = 0.911$ and RMSE = 912.64 kN.

3.3. Compare the analysis results with TCVN 10304-2014 Vietnamese nation standard

The formula for calculating the pile bearing capacity according to the results of the static penetration test according to TCVN 10304:2014 is written as follows:

$$P_u = k_c q_{ct} A_i + q_{ci} A_i$$  \( (4) \)

Where, $k_c$ and $\alpha_i$ are the conversion coefficients for tip resistance and lateral resistance, respectively, see Table G2 TCVN 10304:2014. The calculation results of the formula are shown in Fig 7.

![Fig 7. Visualize the prediction results of the TCVN 10304 : 2014 standard](image)

The analytical results show that the empirical formula for determining the pile bearing capacity according to TCVN 10304-2014 predicts the bearing capacity of piles with relatively good accuracy, specifically $R^2 = 0.721$; RMSE = 1884,672 kN on the training set and $R^2 = 0.812$; RMSE = 1208.464 kN on the test set.

The results of comparing the performance of the ANN model and the formula according to TCVN 10304-2014 are shown in Table 5. It can be seen that the ANN model has 12% better efficiency when considering the $R^2$ criterion and 32.4% base on RMSE criteria.

4. Conclusion

The study presented the application of the ANN model to determine the bearing capacity of piles. The ANN model's architecture is optimized by the genetic algorithm, this allows the algorithm to automatically find good models compared to manual search solutions to save time and resources. The optimal results show that the neural network with 15 hidden nodes and using the ‘Relu’ activation function will give the best performance with the pile bearing capacity calculation data according to the CPT results. The ANN model gives superior results compared to the results calculated according to the formula according to TCVN 10304-2014 Vietnamese nation standard. Base on the analysis results, it is recommended to study and put the optimized ANN model into the foundation standards, and at the same time continue to correct the formulas in the standard to achieve higher accuracy in the actual pile design.
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